Proposal of a compact and efficient SAT encoding using a numeral system of any base
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Abstract. This paper describes a new SAT encoding method, named compact order encoding, applicable to finite domain CSP. It is a generalization of log encoding (compact encoding) and order encoding which is adopted by an award-winning SAT-based CSP solver. The basic idea of the compact order encoding is the use of a numeral system of some base. Each integer variable is divided into some digits and each digit is encoded by using the order encoding. It generates much smaller SAT instances than the order encoding and more efficient SAT instances than the log encoding in general because it requires fewer carry propagations when using larger base than two. We confirmed these observations through the experimental results on some benchmarks, such as Open-Shop Scheduling problems. Especially for very large instances, our solver with MiniSat engine outperformed other encodings and the state-of-the-art CSP solvers choco and Mistral.

1 Introduction

A (finite) Constraint Satisfaction Problem (CSP) is a combinatorial problem to find an assignment which satisfies all given constraints on finite domain variables [22]. A SAT-based CSP solver is a program which solves a CSP by encoding it to SAT [21] and searching solutions by SAT solvers. Remarkable improvements in the efficiency of SAT solvers make SAT-based CSP solvers applicable for solving hard and practical problems. A number of SAT encoding methods have been therefore proposed: direct encoding [6, 28, 21], support encoding [18, 12, 21], log encoding [17, 10, 21], log-support encoding [9], and order encoding [24, 25]. Among them, the order encoding [25] was first used to encode Job-Shop Scheduling problems by Crawford and Baker [5] and studied by Inoue et al [16, 20]. Its effectiveness has been shown by the fact that a SAT-based CSP solver Sugar became a winner in several categories of the 2008 and 2009 International CSP Solver Competitions. It has also showed a good performance for a wide variety of problems, including Open-Shop Scheduling problems [25], two-dimensional strip packing problems [23], and test case generation [1].

The effectiveness of the order encoding is due to the realization of fast propagations. In the order encoding, a propositional variable \( p(x \leq a) \) is used for

\[ p(x \leq a) \]
each integer variable $x$ and its domain value $a$, where $p(x \leq a)$ is defined as true if and only if the comparison $x \leq a$ holds. The constraint $x \leq y$ is encoded into the clauses of $p(x \leq a) \lor \neg p(y \leq a)$ for all domain value $a$. When $p(y \leq a)$ becomes true for some $a$, the Unit Propagation of SAT solver immediately derives $p(x \leq a)$. This inference corresponds to the Bounds Propagation in CSP solvers.

However, in the order encoding, the size of SAT-encoded instances becomes huge when the domain size of the original CSP is large. For example, the number of clauses required by $n$-ary constraint $\sum_{i=1}^{n} a_i x_i \leq b$ will be $O(d^{n-1})$ where $d$ is the maximum domain size of $x_i$'s. On the other hand, the log encoding [17, 10] uses a bit-wise representation for integer variables. The size of SAT-encoded instances is therefore compact (linear to $\log d$), but its performance is slow in general because it requires many inference steps to “ripple” carries.

In this paper, we propose a new encoding, named compact order encoding, aiming to be compact and efficient. The basic idea of the compact order encoding is the use of a numeral system of base $B \geq 2$. That is, each integer variable $x$ is represented by a summation $\sum_{i=0}^{m-1} B^i x_i$ where $m = \lceil \log_B d \rceil$ and $0 \leq x_i < B$ for all $x_i$, and each $x_i$ is encoded by the order encoding. Note that the compact order encoding with base $B = 2$ is equivalent to the log encoding, and the one with base $B \geq d$ is equivalent to the order encoding.

In our experiments, we used Open-Shop Scheduling problems as benchmarks and showed that the compact order encoding can be more efficient than the order encoding, the log encoding, and the state-of-the-art CSP solvers choco and Mistral. Moreover, we showed that the compact order encoding can be highly scalable with the growth of domain size for very large instances not solved by other encodings and CSP solvers.

In encoding design, we need to keep the arity of constraints to be small in addition to limiting the bounds of integer variables because simple replacement of integer variables with summations of digit variables leads to larger SAT instances than the order encoding. Therefore, we first define 3ary-CSP containing only ternary (including unary and binary) constraints in Section 2. Then, in Section 3, we introduce Compact 3ary-CSP which is a 3ary-CSP such that the domain sizes of variables are bounded by the base $B$. Section 4 presents a reduction of 3ary-CSP to Compact 3ary-CSP. Section 5 shows how to realize the whole SAT encoding of the given 3ary-CSP. Section 6 shows our experimental results. Section 7 presents some related works. The paper is concluded in Section 8. Our first attempt towards the compact order encoding is reported in [26]. In this paper, we present the further development of the compact order encoding including an extension to non-linear constraints and show some new results comparing with other methods.

2 3ary-CSP

Let $\mathbb{Z}$ and $\mathbb{N}$ be the set of integers and non-negative integers respectively. $\mathbb{B} = \{\text{false, true}\}$ is used to denote a set of propositional constants. The following is
the definition of (finite domain arithmetic) 3ary-CSP which only consists of the constraints containing at most three non-negative variables.

**Definition 1 (3ary-CSP)** A (finite domain arithmetic) 3ary-CSP is defined as a tuple \((X, u, P, C)\) satisfying the followings.

- \(X\) is a finite set of integer variables.
- \(u\) is a mapping from \(X\) to \(\mathbb{N}\) representing the upper bound of each integer variable in \(X\) (the lower bound is fixed to 0).
- \(P\) is a finite set of propositional variables.
- \(C\) is a formula representing the constraint to be satisfied. The syntax of \(C\) is defined as follows, where \(p \in P\), \(n \in \{1, 2, 3\}\), \(x_i, x, y, z \in X\), \(a_i \in \mathbb{Z}\), \(b \in \mathbb{N}\), and \(\triangleright \in \{\leq, \geq, =\}\).

\[
C ::= p \mid \neg p \mid \sum_{i=1}^{n} a_i x_i \triangleright b \mid z = xy \mid C \land C \mid C \lor C
\]

Any finite domain CSP can be reduced to 3ary-CSP in the following way.

- Any extensional constraint can be expressed by the above arithmetic constraints in linear size. For example, \(x\) and \(y\) are variables whose domains are \(\{a_1, a_2, a_3\}\) and \(R = \{(a_1, a_2), (a_2, a_3)\}\) is an extensional constraint of support tuples on \(x\) and \(y\). By assigning integer value \(i\) for each \(a_i\), \(R\) can be expressed by an arithmetic constraint \((x = 1 \land y = 2) \lor (x = 2 \land y = 3)\).
- When the lower bound \(l\) of an integer variable \(x\) is not 0, \(x\) can be replaced by a new integer variable \(x'\) satisfying \(x' = x - l\).
- A constraint \(\sum_i a_i \prod_j x_{ij} \triangleright b\) is reduced to a summation \(\sum_i a_i z_i \triangleright b\) and multiplications \(z_i = \prod_j x_{ij}\) by introducing new variables \(z_i\).
- A multiplication of more than three variables can be reduced to the multiplications of two variables by replacing partial products with new variables.
- A linear expression containing more than three variables can be reduced to ternary expressions by replacing partial summations with new variables.

An assignment of a CSP \((X, u, P, C)\) is a pair \((\alpha, \beta)\) where \(\alpha\) is a mapping from \(X\) to \(\mathbb{N}\) and \(\beta\) is a mapping from \(P\) to \(\mathbb{B}\). When there exists an assignment \((\alpha, \beta)\) which satisfies the formula \(C\) and \(\alpha(x) \leq u(x)\) for any \(x \in X\), the CSP is called satisfiable and the assignment is called a solution of the CSP. We use the notation \((\alpha, \beta) \models C\) to represent the satisfiability. Sometimes, we use the same notation \((\alpha, \beta) \models C\) for any formula \(C\) not limited to CSP formulas. We also write \((\alpha, \beta) \models (X, u, P, C)\) when the CSP is satisfiable by the assignment.

### 2.1 Restricted 3ary-CSP

We introduce a restricted form of CSP called **Restricted 3ary-CSP** (R-CSP) to make the reduction of CSP to Compact 3ary-CSP described in Section 4 easily understandable.
<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_0$</th>
<th>Satisfiable</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–1</td>
<td>0–9</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>0–6</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>7–9</td>
<td>No</td>
</tr>
<tr>
<td>3–9</td>
<td>0–9</td>
<td>No</td>
</tr>
</tbody>
</table>

Fig. 1. The satisfying values of $(x_1 \leq 2) \land (x_1 \leq 1 \lor x_0 \leq 6)$

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{11}$</td>
<td>$v_{10}$</td>
</tr>
<tr>
<td>$z_2$</td>
<td>$z_1$</td>
</tr>
</tbody>
</table>

Fig. 2. A long multiplication of $100z_2 + 10z_1 + z_0 = 9(10x_1 + x_0)$

**Definition 2 (Restricted 3ary-CSP)** A Restricted 3ary-CSP (R-CSP) is a CSP $(X, u, P, C)$ where the formula $C$ is restricted in the following forms where $p \in P$, $x, y, z \in X$, and $a \in \mathbb{N}$.

$$C ::= p \mid \neg p \mid x \leq a \mid x \geq a \mid x \leq y \mid z = x + a \mid z = x + y$$

$$z = ax \mid z = xy \mid C \land C \mid C \lor C$$

Formulas allowed in R-CSP are very limited, but any CSP formulas can be reduced to the restricted forms as follows.

**Lemma 1** Any CSP $(X, u, P, C)$ can be reduced to an R-CSP.

It is shown by verifying the reductions for all cases of $\sum_{i=1}^{n} a_i x_i > b$ (that is, for all combinations of comparison operators and signs of each $a_i$).

Any solution of the R-CSP can be translated back to a solution of the original CSP by simply removing the assignments of newly introduced variables.

### 3 Compact 3ary-CSP

**Definition 3 (Compact 3ary-CSP)** Let $B \geq 2$ be an integer constant. A Compact 3ary-CSP (C-CSP) $(B; X, P, C)$ is a CSP $(X, u, P, C)$ that satisfies:

- $u(x) = B - 1$ for any integer variable $x \in X$, and
- the formula $C$ is restricted in the following forms where $p \in P$, $n \in \{1, 2, 3\}$, $x_i, x, y, z \in X$, $0 \leq a < B$, $0 \leq b \leq 3(B - 1)$, and $\triangleright \in \{\leq, \geq, =\}$.

$$C ::= p \mid \neg p \mid \sum_{i=1}^{n} \pm x_i \triangleright b \mid B y + z = ax \mid C \land C \mid C \lor C$$

C-CSP contains no nonlinear constraints and the upper bounds of integer variables are fixed to an integer constant $B - 1$ where $B \geq 2$ is called a *base*.

**Example 1.** Let us consider a C-CSP $(10; \{x_1, x_0\}, \emptyset, C)$ where $C = (x_1 \leq 2) \land (x_1 \leq 1 \lor x_0 \leq 6)$. Its satisfiability can be summarized in Fig. 1. Therefore, it is equi-satisfiable to $10x_1 + x_0 \leq 26$. 
**Example 2.** Let us consider a C-CSP \((10; \{x_1, x_0, z_1, z_0\}, \{c\}, C)\) where \(C = (c \lor z_1 = x_1 + 2) \land (\neg c \lor z_1 = x_1 + 3) \land (c \lor z_0 = x_0 + 6) \land (\neg c \lor z_0 = x_0 - 4)\). It is easy to confirm it is equi-satisfiable to \(10z_1 + z_0 = 10x_1 + x_0 + 26\). When \(c = \text{false}\), \(C = (z_1 = x_1 + 2 \land z_0 = x_0 + 6)\) derives \(10z_1 + z_0 = 10x_1 + x_0 + 26\). The same conclusion can be derived also when \(c = \text{true}\). The propositional variable \(c\) corresponds to a carry bit of \(x_0 + 6\).

**Example 3.** Let us consider a following C-CSP \((10; X, \{c\}, C)\).

\[
X = \{x_1, x_0, z_2, z_1, z_0, v_{11}, v_{10}, v_{01}, v_{00}\}
\]

\[
C = (10v_{11} + v_{10} = 9x_1) \land (10v_{01} + v_{00} = 9x_0)
\]

\[
\land (c \lor z_2 = v_{11}) \land (\neg c \lor z_2 = v_{11} + 1)
\]

\[
\land (c \lor z_1 = v_{01} + v_{10}) \land (\neg c \lor z_1 = v_{01} + v_{10} - 10) \land (z_0 = v_{00})
\]

By considering a long multiplication as shown in Fig. 2, it is easy to confirm it is equi-satisfiable to \(100z_2 + 10z_1 + z_0 = 9(10x_1 + x_0)\). The propositional variable \(c\) corresponds to a carry bit of \(v_{01} + v_{10}\).

4 Reducing CSP into C-CSP

As described in Section 2.1, any CSP can be reduced to an R-CSP. We consider reducing an R-CSP into a C-CSP for any base \(B \geq 2\). Before that, we introduce some notations.

The maximum domain size \(d\) and its order of magnitude \(m\) are defined as follows.

\[
d = 1 + \max\{\{u(x) \mid x \in X\} \cup \{a \mid a \text{ is an integer constant occurs in } C\}\}
\]

\[
m = \lceil \log_B d \rceil
\]

In the reduction, we need to introduce a new integer variable of C-CSP for each digit of each integer variable \(x\) of the R-CSP. We define \(x^{(i)}\) as a syntactic function which generates a new integer variable symbol of C-CSP from an integer variable symbol \(x\) of R-CSP for each integer \(i\) (\(0 \leq i < m\)). The function \(x^{(i)}\) is intended to represent the \(i\)-th digit of \(x\), that is, the following equation is kept in mind.

\[
x^{(i)} = (x \div B^i) \mod B
\]

We also use the same notation \(a^{(i)}\) for any integer constant \(a \in \mathbb{N}\) of R-CSP. The notation of \(x^{(i,j)}\) is defined as \(\sum_{k=0}^j B^{k-i} x^{(k)}\) where \(x\) is a variable or constant.

Recall that the constraint \(C\) in R-CSP includes the following comparisons: \(x \leq a, x \geq a, x \leq y, z = x + a, \text{ and } z = x + y\). We only focus on the reduction of \(x \leq y, z = x + y\) and \(z = xy\) in the remaining subsections since other formulas can be reduced in a similar way.
4.1 Reduction of $x \leq y$

Any formula $x \leq y$ of R-CSP can be represented as $x^{(m-1,0)} \leq y^{(m-1,0)}$ by using integer variables of targeted C-CSP. We show a method to reduce it into a C-CSP formula without changing the upper bounds of the integer variables [26].

**Definition 4 (Reduction of $x \leq y$)** Let $x$ and $y$ be integer variables or constants of an R-CSP. A syntactic translation $\tau(x, y)$ is defined as follows.

\[
\begin{align*}
\tau(x, y) & := \tau_{m-1}(x, y) \\
\tau_0(x, y) & := x^{(0)} \leq y^{(0)} \\
\tau_i(x, y) & := x^{(i)} \leq y^{(i)} \land (x^{(i)} \leq y^{(i)} - 1 \lor \tau_{i-1}(x, y)) \quad (i > 0)
\end{align*}
\]

**Proposition 1** The following holds for any integer variables or constants $x^{(i)}$ and $y^{(i)}$ of a C-CSP.

\[
x^{(m-1,0)} \leq y^{(m-1,0)} \iff \tau(x, y)
\]

It can be proved by induction on $m$.

**Example 4.** The following is an example of $\tau_2(x, y)$ which is equivalent to $x^{(2,0)} \leq y^{(2,0)}$, i.e. $B^2x^{(2)} + Bx^{(1)} + x^{(0)} \leq B^2y^{(2)} + By^{(1)} + y^{(0)}$.

\[
\begin{align*}
\tau_2(x, y) &= x^{(2)} \leq y^{(2)} \land (x^{(2)} \leq y^{(2)} - 1 \lor \tau_1(x, y)) \\
&= x^{(2)} \leq y^{(2)} \lor (x^{(2)} \leq y^{(2)} - 1 \lor (x^{(1)} \leq y^{(1)} - 1 \lor \tau_0(x, y)))) \\
&= x^{(2)} \leq y^{(2)} \lor (x^{(2)} \leq y^{(2)} - 1 \lor (x^{(1)} \leq y^{(1)} \land (x^{(1)} \leq y^{(1)} - 1 \lor x^{(0)} \leq y^{(0)}))))
\end{align*}
\]

4.2 Reduction of $z = x + y$

Any formula $z = x + y$ of R-CSP can be represented as $z^{(m-1,0)} = x^{(m-1,0)} + y^{(m-1,0)}$ by using integer variables of targeted C-CSP. We show a method to reduce it into an equi-satisfiable ternary constraint without changing the upper bounds of the integer variables [26].

**Definition 5 (Reduction of $z = x + y$)** Let $B \geq 2$ be a base, $z$, $x$, and $y$ be integer variables or constants of an R-CSP, and $c_i$ ($0 \leq i \leq m$) be propositional variables not occurring in other places. A syntactic translation $\sigma(z, x, y)$ is defined as follows.

\[
\begin{align*}
\sigma(z, x, y) & := \neg c_0 \land \neg c_m \\
& \land \bigwedge_{i=0}^{m-1} ((c_i \lor c_{i+1} \lor z^{(i)} = x^{(i)} + y^{(i)}) \land (c_i \lor \neg c_{i+1} \lor z^{(i)} = x^{(i)} + y^{(i)} - B) \\
& \land (\neg c_i \lor c_{i+1} \lor z^{(i)} = x^{(i)} + y^{(i)} + 1) \\
& \land (\neg c_i \lor \neg c_{i+1} \lor z^{(i)} = x^{(i)} + y^{(i)} + 1 - B))
\end{align*}
\]
Note that $\sigma(z, x, y)$ only contains ternary constraints of C-CSP and its size is linear to $m$.

**Proposition 2** Let $B \geq 2$ be a base, $z^{(i)}$, $x^{(i)}$ and $y^{(i)}$ be integer variables or constants of a C-CSP. Then the following holds for any $\alpha$.

$$(\alpha, \emptyset) \models z^{(m-1, 0)} = x^{(m-1, 0)} + y^{(m-1, 0)} \iff \exists \beta. (\alpha, \emptyset) \models \sigma(z, x, y)$$

**Proof.** By considering digit-wise addition, it is easy to confirm that $z^{(m-1, 0)} = x^{(m-1, 0)} + y^{(m-1, 0)}$ is equi-satisfiable with $c'_0 = 0 \land c'_m = 0 \land \bigwedge_{i=0}^{m-1} Bc'_i + z^{(i)} = x^{(i)} + y^{(i)} + c'_i$ for the same assignments for $z^{(i)}$, $x^{(i)}$, $y^{(i)}$ and some assignments for $c'_i \in \{0, 1\}$ ($0 \leq i \leq m$). By considering all cases of $c'_i = 0$ or $1$ and replacing $c'_i$ with propositional variables $c_i$, we can show $z^{(m-1, 0)} = x^{(m-1, 0)} + y^{(m-1, 0)}$ is equi-satisfiable with $\sigma(z, x, y)$ for the same assignments for $z^{(i)}$, $x^{(i)}$, and $y^{(i)}$.

\[\square\]

**Example 5.** The following is an example of $\sigma(z, x, y)$ when the base $B = 2$ and $u(z) = u(x) = u(y) = 7$. It represents an addition of 3-bits integers.

\[
\begin{align*}
\sigma(z, x, y) &= \\
&= \neg c_0 \land \neg c_3 \\
&\land (c_0 \lor c_1 \lor z^{(0)}) = x^{(0)} + y^{(0)} \land (c_0 \lor \neg c_1 \lor z^{(0)}) = x^{(0)} + y^{(0)} - 2 \\
&\land (\neg c_0 \lor c_1 \lor z^{(0)}) = x^{(0)} + y^{(0)} + 1 \land (\neg c_0 \lor \neg c_1 \lor z^{(0)}) = x^{(0)} + y^{(0)} - 1 \\
&\land (c_1 \lor c_2 \lor z^{(1)}) = x^{(1)} + y^{(1)} \land (c_1 \lor \neg c_2 \lor z^{(1)}) = x^{(1)} + y^{(1)} - 2 \\
&\land (\neg c_1 \lor c_2 \lor z^{(1)}) = x^{(1)} + y^{(1)} + 1 \land (\neg c_1 \lor \neg c_2 \lor z^{(1)}) = x^{(1)} + y^{(1)} - 1 \\
&\land (c_2 \lor c_3 \lor z^{(2)}) = x^{(2)} + y^{(2)} \land (c_2 \lor \neg c_3 \lor z^{(2)}) = x^{(2)} + y^{(2)} - 2 \\
&\land (\neg c_2 \lor c_3 \lor z^{(2)}) = x^{(2)} + y^{(2)} + 1 \land (\neg c_2 \lor \neg c_3 \lor z^{(2)}) = x^{(2)} + y^{(2)} - 1
\end{align*}
\]

### 4.3 Reduction of $z = xy$

Any formula $z = xy$ of R-CSP can be represented as $z^{(m-1, 0)} = x^{(m-1, 0)} y^{(m-1, 0)}$ by using integer variables of targeted C-CSP. Before considering the reduction of a general case, we explain the reduction of a special case $z = ay$ ($0 \leq a < B$).

**Reduction of a Special Case $z = ay$ ($0 \leq a < B$)** We decompose $z = ay$ with respect to each digit of $y$ and represent each $ay^{(i)}$ as $v_i$. Then $z = ay$ can be represented as follows.

\[
\bigwedge_{i=0}^{m-1} (v_i = ay^{(i)}) \land z = \sum_{i=0}^{m-1} B^i v_i
\]

Each $v_i$ is represented by $Bv_i^{(1)} + v_i^{(0)}$ since $ay^{(i)} < B^2$. 

Definition 6 (Reduction of $z = ay$ ($0 \leq a < B$)) Let $B > 2$ be a base, $z$, $y$ be integer variables or constants of an R-CSP, $0 \leq a < B$ be an integer constant and $v_i$ ($0 \leq i < m$) be integer variables not occurring in other places. A syntactic translation $\nu(z, a, y)$ is defined as follows.

\[
\nu(z, a, y) := \bigwedge_{i=0}^{m-1} (Bv_i^{(1)} + v_i^{(0)}) = ay^{(i)} \land \left[ z = \sum_{i=0}^{m-1} B^iw_i \right]
\]

where $[e]$ is a syntactic function reducing $e$ by iteratively using the Proposition 2 and digitwise left shift operations.

Lemma 2 Let $B > 2$ be a base, $z^{(i)}$ and $y^{(i)}$ be integer variables or constants of a C-CSP, and $0 \leq a < B$ be an integer constant. Then the following holds for any $\alpha$ where $\alpha'$ is an assignment containing only new integer variables introduced by $\nu$.

\[
(\alpha, \emptyset) \models z^{(m-1,0)} = ay^{(m-1,0)} \iff \exists \alpha', \exists \beta (\alpha \cup \alpha' \cup \beta) \models \nu(z, a, y)
\]

Proof. We omit the proof because it is easily confirmed.

Reduction of a General Case of $z = xy$ We decompose $z = xy$ with respect to each digit of $x$ and represent each $x^{(i)}y$ as $w_i$. Then $z = xy$ can be represented as follows.

\[
\bigwedge_{i=0}^{m-1} (w_i = x^{(i)}y) \land z = \sum_{i=0}^{m-1} B^iw_i
\]

Each $w_i = x^{(i)}y$ can be represented by the following formula because each $x^{(i)}$ takes a value from 0 to $B-1$ and $w_i = ay$ when $x^{(i)} = a$.

\[
\bigwedge_{a=0}^{B-1} \left( (x^{(i)} \leq a - 1) \lor (x^{(i)} \geq a + 1) \lor (w_i = ay) \right)
\]

The calculation of $ay$ occurs repeatedly for various $i$. To eliminate the redundant calculations, we introduce a new variable $y_a = ay$ for each $a$. Then $z = xy$ is represented as follows.

\[
\bigwedge_{i=0}^{m-1} \bigwedge_{a=0}^{B-1} \left( (x^{(i)} \leq a - 1) \lor (x^{(i)} \geq a + 1) \lor (w_i = y_a) \right) \land z = \sum_{i=0}^{m-1} B^iw_i \land \bigwedge_{a=0}^{B-1} y_a = ay
\]

Each $w_i = y_a$ can be reduced to $\bigwedge_{j=0}^{m-1} (w_i^{(j)} = y_a^{(j)})$, and each $y_a = ay$ can be reduced to $\nu(y_a, a, y)$. 
**Definition 7 (Reduction of $z = xy$)** Let $B > 2$ be a base, $z$, $x$ and $y$ be integer variables or constants of an R-CSP, and $y_a (0 \leq a < B)$ and $w_i (0 \leq i < m)$ be integer variables not occurring in other places. A syntactic translation $\mu(z, x, y)$ is defined as follows.

$$
\mu(z, x, y) := \bigwedge_{i=0}^{m-1} \bigwedge_{a=0}^{B-1} \left( (x(i) \leq a - 1) \lor (x(i) \geq a + 1) \lor \bigwedge_{j=0}^{m-1} (w_i(j) = y_a(j)) \right) \\
\land \left[ z = \sum_{i=0}^{m-1} B^i w_i \right] \land \bigwedge_{a=0}^{B-1} \nu(y_a, a, y)
$$

where $[e]$ is a syntactic function reducing $e$ by repeatedly using the Proposition 2 and digitwise left shift operations.

**Proposition 3** Let $B > 2$ be a base, $z(i)$, $x(i)$ and $y(i)$ be integer variables or constants of a C-CSP. Then the following holds for any $a$, where $\alpha'$ is an assignment containing only new integer variables introduced by $\mu$.

$$(\alpha, \emptyset) \models z^{(m-1, 0)} = x^{(m-1, 0)} y^{(m-1, 0)} \iff \exists \alpha', \exists \beta. (\alpha \cup \alpha', \beta) \models \mu(z, x, y)$$

**Proof.** We omit the proof because it is easily confirmed.

**Example 6.** The following is an example of $\mu(z, x, y)$ when the base $B = 2$ and $u(z) = u(x) = u(y) = 3$. It represents a multiplication of 2-digit integers.

$$
\mu(z, x, y) = ((x(1) \geq 1) \lor (w_1(0) = y_0(0) \land w_1(1) = y_1(1))) \\
\land ((x(1) \leq 0) \lor (w_1(0) = y_1(0) \land w_1(1) = y_1(1))) \\
\land ((x(0) \geq 1) \lor (w_0(0) = y_0(0) \land w_0(1) = y_0(1))) \\
\land ((x(0) \leq 0) \lor (w_0(0) = y_1(0) \land w_0(1) = y_1(1))) \\
\land [z = Bw_1 + w_0 \land \nu(y_1, 1, y) \land \nu(y_0, 0, y)]
$$

### 4.4 Whole Reduction

Now we explain the whole reduction to C-CSP.

**Definition 8** For any base $B \geq 2$ and R-CSP formula $C$, we define the function $C^*$ as follows.

$$
(p)^* = p \\
(x \leq y)^* = \tau(x, y) \\
(z = xy)^* = \mu(z, x, y) \\
(\neg p)^* = \neg p \\
(z = x + a)^* = \sigma(z, x, a) \\
(C_1 \land C_2)^* = C_1^* \land C_2^* \\
(x = a)^* = \tau(a, x) \\
(z = ay)^* = \sigma(z, x, y) \\
(C_1 \lor C_2)^* = C_1^* \lor C_2^* \\
(x = a)^* = \tau(a, x) \\
(z = ax)^* = \mu(z, a, x)
$$

**Proposition 4** Let $(X, u, P, C)$ be an R-CSP. Let $B \geq 2$ be a base and $(B; X', P', C')$ be a C-CSP defined as follows.

$X' = \{ x(i) \mid x \in X, \ 0 \leq i < m \} \cup \{ x \mid x \text{ is a new integer variable introduced to } C' \}$

$P' = P \cup \{ p \mid p \text{ is a new propositional variable introduced to } C' \}$

$C' = C^* \land \bigwedge_{x \in X} (x \leq u(x))^*$
Then the following holds, that is, the R-CSP and the C-CSP are equi-satisfiable.
\[ \exists(\alpha, \beta) \models (X, u, P, C) \iff \exists(\alpha', \beta') \models (B; X', P', C') \]

**Proof.** It can be shown from the Propositions 1, 2 and 3. \qed

Finally, we conclude any CSP can be reduced to a C-CSP.

**Theorem 1 (Reduction of CSP to C-CSP)** Any CSP can be reduced to an equi-satisfiable C-CSP for any base \( B \geq 2 \).

**Proof.** It can be shown from the Lemma 1 and the Proposition 4. \qed

It is possible to optimize the reduction for some special cases. For example, a formula \( z \geq x + y \) can be straightforwardly reduced to a constraint of C-CSP representing a digitwise comparison and we can obtain smaller representation than the usual reduction of \( z \geq x + y \) using \( w = x + y \land w \leq z \).

### 5 Compact Order Encoding

We describe the compact order encoding realized by applying the order encoding to the C-CSP reduced from the original CSP. In the order encoding, each integer variable of domain size \( d \) is represented by using \( O(d) \) propositional variables and each \( n \)-ary constraint \( \sum_{i=1}^{n} a_i x_i \geq b \) is encoded into \( O(d^{n-1}) \) clauses where \( b \in \{ \leq, \geq, = \} \).

As described in the previous section, any CSP can be reduced to a C-CSP for any base \( B \). Remind that each integer variable of a C-CSP is bound to \( B - 1 \) and each constraint is at most ternary.

Each \( x \leq y \) is encoded into \( O(B \log_B d) \) clauses because \( \tau(x, y) \) contains \( O(\log_B d) \) comparisons and each comparison is encoded into \( O(B) \) clauses. Similarly, each \( z = x + y \) is encoded into \( O(B^2 \log_B d) \) clauses. Each \( z = ay \) \((0 \leq a < B)\) is encoded into \( O(B^2 \log_B d) \) clauses in general because \( \nu(z, a, y) \) contains \( O(\log_B d) \) multiplications/additions and each one is encoded into \( O(B^2) \) clauses. Especially when \( B \geq d \), it can be encoded into \( O(d) \) clauses.

Each \( z = xy \) is encoded into \( O(B^3 \log_B d + B^2 \log^2_B d) \) clauses in general because \( \mu(z, x, y) \) contains \( O(B) \) applications of \( \nu \), each \( \nu \) is encoded into \( O(B^2 \log_B d) \) clauses, and \( O(\log_B d) \) additions, each addition is encoded into \( O(B^2 \log_B d) \) clauses. Especially when \( B \geq d \), it is encoded into \( O(d^2) \) clauses because each \( \nu \) is encoded into \( O(d) \) clauses.

Fig.3 summarizes the number of clauses required to encode each constraint where \( m = \lfloor \log_B d \rfloor \). Note that \( z = xy \) is encoded into \( O(d^2) \) clauses by using the compact order encoding when \( B \geq d \).

### 6 Experimental Results

In the compact order encoding, there is a trade-off between the size of SAT-encoded instances and the number of carry propagations. For example, choosing
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<table>
<thead>
<tr>
<th>Constraint</th>
<th>Order Encoding</th>
<th>Compact Order Encoding</th>
<th>Log Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x \leq a$</td>
<td>$O(1)$</td>
<td>$O(m)$</td>
<td>$O(\log_2 d)$</td>
</tr>
<tr>
<td>$x \leq y$</td>
<td>$O(d)$</td>
<td>$O(mB)$</td>
<td>$O(\log_2 d)$</td>
</tr>
<tr>
<td>$z = x + a$</td>
<td>$O(d^2)$</td>
<td>$O(mB^2)$</td>
<td>$O(\log_2 d)$</td>
</tr>
<tr>
<td>$z = x + y$</td>
<td>$O(d^2)$</td>
<td>$O(mB^3 + m^2B^2)$</td>
<td>$O(\log_2^2 d)$</td>
</tr>
<tr>
<td>$z = xy$</td>
<td>$O(d^2)$</td>
<td>$O(mB^3 + m^2B^2)$</td>
<td>$O(\log_2^2 d)$</td>
</tr>
</tbody>
</table>
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larger base means smaller number of digits and fewer carry propagations, but larger SAT-encoded instance. We made a choice of $B = \lfloor d^{1/2} \rfloor$, i.e., all variables are represented by at most two digits, in our experiments. In this case, each ternary constraint of addition and multiplication can be encoded into at most $O(d)$ and $O(d^{3/2})$ clauses respectively.

To confirm the effectiveness of this choice, we measured the basic performance of the compact order encoding for various bases in our previous work [26]. We used a handmade problem which consists of a sequence of $d + 1$ variables to be arranged in the range of size $d$. As the result, only the compact order encoding with $B = \lfloor d^{1/2} \rfloor$ solved all the given instances of $5000 \leq d \leq 30000$. The order encoding could not solve the large instances because of memory limitation. The log encoding could not solve the large instances within 2 hours.

To evaluate the effectiveness of our encoding, Open-Shop Scheduling (OSS) problems are used. We selected the most difficult “j7” and “j8” series (17 instances) of the benchmark set by Brucker et al [4]. These include three hard instances that were open until 2006: j7-per0-0, j8-per0-1, and j8-per10-2.

We compare four different encodings: the compact order encoding with $m \in \{2, 3\}$, the order encoding, and the log encoding. For each instance, we set its makespan to the optimum value minus one and then encode it into SAT. Such SAT-encoded instances are unsatisfiable. We use the MiniSat solver [7] as a high-performance SAT solver to solve them. We also compare our system with the state-of-the-art CSP solvers: choco 2.11 [27] and Mistral 1.550 [14].

Fig. 4 shows the times in seconds including both the CPU times of MiniSat for solving SAT-encoded instances and the encoding times. It also shows the CPU times in seconds of choco and Mistral. The column “Size” indicates the number of jobs and machines. All times were collected on a Linux machine with Intel Xeon 3.0 GHz, 16GB Memory. We set a timeout (“T.O.”) to 3600 seconds for each instance. The row “#Solved” indicates the total number of solved instances. We highlight the best time for each instance and the best number of solved instances.

The compact order encoding, the order encoding, and Mistral solved the most instances. The compact order encoding with $m = 2$ solved 8 instances with the best CPU times, while choco was 5 and Mistral was 1. Moreover, the compact order encoding with $m = 2$ succeeded in solving the hard instance j8-per10-2 not solved by others.
To evaluate the scalability of our encoding, we used 102 OSS instances with very large domain sizes, which are generated from “j7” and “j8” by multiplying the process times by some constant factor $c$. The factor $c$ varies between 1, 10, 20, 100, 200, and 1000. For example, when $c = 1000$, the maximum domain size $d$ becomes about $10^6$. We then compare four different encodings, choco, and Mistral in the same way as our previous experiments.

Fig. 5 shows the number of solved instances by four encodings with MiniSat, choco, and Mistral. “Domain Size $d$” indicates the approximate average of domain size of integer variables. We highlight the best number of solved instances.

The compact order encoding solves the most instances for any factor $c$ and totally 80 out of 102 instances rather than 75 by the log encoding, 55 by Mistral, and 38 by choco. The compact order encoding with $m = 2$ can be highly scalable with the growth of $c$ compared with the order encoding and Mistral. For example, when $c = 1000$, it solved 14 out of 17 instances (82%), while only 4 (24%) by Mistral and none (0%) by the order encoding.

Fig. 6 shows the cactus plot of benchmark results in which the number of solved instances is on the $x$-axis and the CPU time is on the $y$-axis. The compact order encoding solved the most instances for almost any CPU time limit. But surprisingly, the compact order encoding with $m = 3$ is slightly faster than that with $m = 2$.

Finally, we explain some details of our experiments. As mentioned in Section 5, in the compact order encoding, the number of clauses required is much

<table>
<thead>
<tr>
<th>Instance</th>
<th>Size</th>
<th>Order Encoding</th>
<th>Compact Order Encoding</th>
<th>Log Encoding</th>
<th>choco</th>
<th>Mistral</th>
</tr>
</thead>
<tbody>
<tr>
<td>j7-per0-0</td>
<td>7x7</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
</tr>
<tr>
<td>j7-per0-1</td>
<td>7x7</td>
<td>56.16</td>
<td>11.18</td>
<td>16.06</td>
<td>119.52</td>
<td>27.10</td>
</tr>
<tr>
<td>j7-per0-2</td>
<td>7x7</td>
<td>36.15</td>
<td>8.35</td>
<td>7.74</td>
<td>6.82</td>
<td>49.92</td>
</tr>
<tr>
<td>j7-per10-0</td>
<td>7x7</td>
<td>56.01</td>
<td>15.47</td>
<td>17.88</td>
<td>100.07</td>
<td>76.81</td>
</tr>
<tr>
<td>j7-per10-1</td>
<td>7x7</td>
<td>24.98</td>
<td>4.43</td>
<td>9.74</td>
<td>6.82</td>
<td>0.54</td>
</tr>
<tr>
<td>j7-per10-2</td>
<td>7x7</td>
<td>497.15</td>
<td>298.91</td>
<td>253.07</td>
<td>100.07</td>
<td>546.06</td>
</tr>
<tr>
<td>j7-per20-0</td>
<td>7x7</td>
<td>4.43</td>
<td>4.43</td>
<td>4.17</td>
<td>3.09</td>
<td>0.54</td>
</tr>
<tr>
<td>j7-per20-1</td>
<td>7x7</td>
<td>13.38</td>
<td>5.54</td>
<td>7.54</td>
<td>19.80</td>
<td>16.82</td>
</tr>
<tr>
<td>j7-per20-2</td>
<td>7x7</td>
<td>24.38</td>
<td>7.91</td>
<td>9.61</td>
<td>32.37</td>
<td>26.76</td>
</tr>
<tr>
<td>j7-per0-1</td>
<td>8x8</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
</tr>
<tr>
<td>j7-per0-2</td>
<td>8x8</td>
<td>161.73</td>
<td>42.61</td>
<td>119.35</td>
<td>478.10</td>
<td>142.14</td>
</tr>
<tr>
<td>j7-per10-0</td>
<td>8x8</td>
<td>345.09</td>
<td>157.60</td>
<td>276.06</td>
<td>T.O.</td>
<td>308.73</td>
</tr>
<tr>
<td>j7-per10-1</td>
<td>8x8</td>
<td>10.20</td>
<td>T.O.</td>
<td>17.76</td>
<td>10.65</td>
<td>0.69</td>
</tr>
<tr>
<td>j7-per10-2</td>
<td>8x8</td>
<td>2305.73</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
</tr>
<tr>
<td>j7-per20-0</td>
<td>8x8</td>
<td>3.14</td>
<td>3.06</td>
<td>14.16</td>
<td>13.83</td>
<td>1.38</td>
</tr>
<tr>
<td>j7-per20-1</td>
<td>8x8</td>
<td>3.85</td>
<td>15.35</td>
<td>7.75</td>
<td>21.64</td>
<td>0.70</td>
</tr>
<tr>
<td>j7-per20-2</td>
<td>8x8</td>
<td>3.83</td>
<td>2.95</td>
<td>22.43</td>
<td>17.61</td>
<td>0.68</td>
</tr>
<tr>
<td>j8-per0-0</td>
<td>8x8</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
</tr>
<tr>
<td>j8-per0-2</td>
<td>8x8</td>
<td>161.73</td>
<td>42.61</td>
<td>119.35</td>
<td>478.10</td>
<td>142.14</td>
</tr>
<tr>
<td>j8-per10-0</td>
<td>8x8</td>
<td>345.09</td>
<td>157.60</td>
<td>276.06</td>
<td>T.O.</td>
<td>308.73</td>
</tr>
<tr>
<td>j8-per10-1</td>
<td>8x8</td>
<td>10.20</td>
<td>T.O.</td>
<td>17.76</td>
<td>10.65</td>
<td>0.69</td>
</tr>
<tr>
<td>j8-per10-2</td>
<td>8x8</td>
<td>2305.73</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
<td>T.O.</td>
</tr>
<tr>
<td>j8-per20-0</td>
<td>8x8</td>
<td>3.14</td>
<td>3.06</td>
<td>14.16</td>
<td>13.83</td>
<td>1.38</td>
</tr>
<tr>
<td>j8-per20-1</td>
<td>8x8</td>
<td>3.85</td>
<td>15.35</td>
<td>7.75</td>
<td>21.64</td>
<td>0.70</td>
</tr>
<tr>
<td>j8-per20-2</td>
<td>8x8</td>
<td>3.83</td>
<td>2.95</td>
<td>22.43</td>
<td>17.61</td>
<td>0.68</td>
</tr>
<tr>
<td>#Solved</td>
<td></td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>13</td>
<td>6</td>
</tr>
</tbody>
</table>
Fig. 5. Benchmark results of different encodings, choco, and Mistral on the number of solved instances for OSS benchmark set by Brucker et al. with multiplication factor $c$.

smaller than the order encoding. For example, in the case of j8-per10-2 with $c = 1000$, it requires 4.49 million clauses (file size: 132MB) even when $m = 2$, but the order encoding requires 900 million clauses (file size: 25GB). For the encoding time of the compact order encoding with $m = 2$, it takes less than 8 seconds including reduction time for every instances in Fig. 4 and 5. For Mistral and choco, we used the same command line options as used in the 2009 International CSP Solver Competition.

### 7 Related Works

FznTini [15] and SAT4J CSP [19] are SAT-based CSP solvers. FznTini uses the log encoding and SAT4J CSP uses the direct encoding and a variant of the support encoding. Eén and Sörensson proposed a SAT encoding of pseudo-Boolean constraints which are special cases of CSP constraints on 0-1 variables [8]. In their paper, each integer is represented in a numeral system of base $B$ and each digit is represented in a unary representation which is similar to the order encoding. They also proposed to use a generalized numeral system with varying bases.

The use of propositional variables $p(x ≤ a)$ are described in [11, 2, 13, 3], but the encoding of arithmetic constraints to them is first described in [5] and extended to any linear constraints in [24, 25].

### 8 Conclusion

We presented a new SAT encoding, named compact order encoding, aiming to be compact and efficient. The basic idea of the compact order encoding is the use of a numeral system of some base. Each integer variable is divided into some digits and each digit is encoded by using the order encoding.

To evaluate the effectiveness and scalability of our encoding, we used Open-Shop Scheduling problems as benchmarks and showed that the compact order encoding can be more efficient than the order encoding, the log encoding, and the state-of-the-art CSP solvers choco and Mistral. Moreover, we showed that
it can be highly scalable with the growth of domain size by solving very large instances which can not be solved by other solvers.

SAT encodings have an essential role in developing efficient SAT-based CSP solvers. There are several future topics for enhancing our encoding. Among them, it is very important to investigate the choice of appropriate base for solving a wide variety of problems.
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